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Computer-using Agents

The Feasibility of Jarvis AI from Marvel in Real Life

[1] OS-Copilot: Towards Generalist Computer Agents with Self-Improvement
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Both academia and industry are building computer-using agents 

Claude Computer Use

Computer-Using Agents

[2] Introducing computer use, a new Claude 3.5 Sonnet, and Claude 3.5 Haiku, 22 Oct 2024
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Automating daily computer tasks

OpenAI Operator

Computer-Using Agents

[3] Introducing Operator: A research preview of an agent that can use its own browser to perform tasks for you., Jan 23, 2025

[4] OSWorld: Benchmarking Multimodal Agents for Open-Ended Tasks in Real Computer Environments

Daily Computer Use
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Playing Games

Computer-Using Agents

[5] AVA: Attentive VLM Agent for Mastering StarCraft II

StarCraft IIMineCraft
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Automate scientific workflows, be your co-scientist

Computer-using Agents

[6] ScienceBoard: Evaluating Multimodal Autonomous Agents in Realistic Scientific Workflows
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Startups

Computer-using Agents
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SeeClick: Harnessing GUI Grounding for Advanced Visual GUI Agents, ACL 2024

Seminal works on Computer-Using Agents

Foundation Models

Data

Algorithm

Frontier Application

OS-ATLAS: A Foundation Action Model for Generalist GUI Agents , ICLR 2025 Spotlight

OS-Genesis: Automating GUI Agent Trajectory Construction via Reverse Task Synthesis , ACL 2025

Breaking the Data Barrier -- Building GUI Agents Through Task Generalization, COLM 2025

AgentStore: Scalable Integration of Heterogeneous Agents As Specialized Generalist Computer 
Assistant , ACL 2025

OS-MAP: How Far Can Computer Use Agents Go in Breadth and Depth?

ScienceBoard: Evaluating Multimodal Autonomous Agents in Realistic Scientific Workflows

Evaluation
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Computer-Using Agents

Generally, both GUI and CLI can enable computer use

(though they have different capability boundaries).

Today, our discussion focuses on GUI-based computer-using agents.

GUI Agents
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SeeClick: Harnessing GUI Grounding for 
Advanced Visual GUI Agents

Kanzhi Cheng, Qiushi Sun, Yougang Chu, Fangzhi Xu, Yantao Li, Jianbing 
Zhang, Zhiyong Wu
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SeeClick: Overview
We built a purely visual GUI Agent SeeClick, which interacts with GUIs 
through screenshots, does not require any structured information. 

Just like Human!

Input: Screenshots

Output: the action (with location)

[7] SeeClick: Harnessing GUI Grounding for Advanced Visual GUI Agents, ACL 2024
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SeeClick: GUI Grounding
We discovered a key challenge in developing visual GUI agents: GUI grounding –
the capacity to accurately locate screen elements based on instructions.

In order to view the new album of Jony J, where should I click?

GPT-4o (an earlier version): hmmm…  Sorry I don’t know.

SeeClick: (0.49, 0.40)

❌

✅
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How SeeClick is Built

Overview of SeeClick‘s framework and GUI grounding pre-training.

Uses ~1M GUI-specific samples combining web UI, mobile UI, and 
general vision-language data.

Includes GUI grounding tasks, such as predicting click points and 
generating element descriptions.
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How SeeClick is Built

Web UI Grounding data
1. Crawled from large-scale web pages (∼300K pages)
2. Includes text elements and tooltip-based descriptions

Target: element localization from instructions 𝑝 𝑦 𝑠, 𝑥 	and OCR-style text prediction 𝑝 𝑥 𝑠, 𝑦 	

Mobile UI data
1. Widget captioning and UI grounding from public datasets (e.g., RICO)
2. UI summarization to improve holistic interface understanding

General VL instruction data
1. Adopted from multi-purpose VL instruction-following corpora (e.g., LLaVA)
2. Supports preserving general reasoning and descriptive capabilities

elements

instructions
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The First Modern GUI Grounding Benchmark
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The First Modern GUI Grounding Benchmark

600+ screenshots and 1,200+ instructions across mobile (iOS, 
Android), desktop (macOS, Windows), and web platforms.

Both text elements and icons/widgets

Collected from real-world apps and websites
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ScreenSpot: Component
Mobile
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ScreenSpot: Component
Desktop
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ScreenSpot: Component
Web
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Results on ScreenSpot
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[8] OS-ATLAS: A Foundation Action Model For Generalist GUI Agents, ICLR 2025 Spotlight

[9] ScreenSpot-Pro: GUI Grounding for Professional High-Resolution Computer Use

[10] ScreenSuite - The most comprehensive evaluation suite for GUI Agents!

ScreenSpot’s Far-reaching Impact

ScreenSpot-Pro

ScreenSpot

ScreenSpot V2

A new ScreenSpot 
with error correction

Specifically designed for high-
res professional scenarios 
(e.g., Photoshop, MATLAB), 
featuring more complex tasks.

Treat ScreenSpot as an 
evaluation component

MMBench-GUI

Treat ScreenSpot as an 
evaluation component

ScreenSuite
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OS-ATLAS: A Foundation Action Model For 
Generalist GUI Agents

Zhiyong Wu, Zhenyu Wu, Fangzhi Xu, Yian Wang, Qiushi Sun, Chengyou Jia, 
Kanzhi Cheng, Zichen Ding, Liheng Chen, Paul Pu Liang, Qiao Yu

ICLR 2025 Spotlight
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Still, a vision-only solution

Importance of Large Action Model

- Previous: html / a11ytree as states

- Trending: screenshots as states (human-like)

Planner Action Model

+ =
Minimal Agent

The Road of Building GUI Agent
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- Grounding Mode: Superior GUI Grounding and Plug-in with Planner
- Action Mode: Zero-shot Generalization on OOD tasks
- Agent Mode: DIY your own agent

VLMs’ Poor performance in GUI scenarios, because:
- Most existing VLMs are rarely pretrained on GUI screenshot images
- The heterogeneity of content and format in existing datasets

Overview of OS-Atlas
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OS-Atlas

Web

OS-Atlas-Base

Desktop Mobile

(452,173)

Search Bar

(407,681)

Value 20.3

(849,830)

“North”

>13M Elements
CLICK [[x, y]]
SCROLL [Dir.]
TYPE [Text]

LONG_PRESS [[x, y]]
……
SELECT [Ele.]

Task

Basic Action

+

Unified Action Space

GUI Grounding Pretraining Action Fine-tuning

>2M ScreenShots Diverse Platforms

Action

Thought

Custom Action

VLM

Two-Stage Training
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Infrastructure and Data Synthesis

Web Desktop Mobile

(452,173)

Search Bar

(407,681)

Value 20.3

(849,830)

“North”

>13M Elements

GUI Grounding Pretraining

>2M ScreenShots Diverse Platforms

- The first multi-platform GUI grounding data synthesis toolkit, including：
• Web - Collected a large number of URLs from Common Crawl.
• Desktop - Windows, Linux and MacOS (integrated with OSWorld and uses random walk to collect 

trajectories).
• Mobile - Android (integrated with AndroidWorld).

- Training set comprises over 2.3 M distinct screenshots and more than 13 M GUI elements.
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• OS-Atlas-Base àOS-Atlas

• Unified Action Space (Basic + Custom)

• Task-level Agent model

Action-Finetuning Stage
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Experiments: GUI Grounding

OS-Atlas-Base-7B achieves SOTAperformance on ScreenSpot.
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Experiments: Disentangled Planning and Action

- GPT-4o: 5% on OSWorld
- GPT-4o + OS-Atlas: 14.6%

Insight:  next bottleneck ?  => complex reasoning and planning. 
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Experiments: Zero-shot and SFT
Web and Desktop

Mobile

- OS-Atlas achieved SOTA
performance across 3 different 
platforms, 6 distinct datasets, and 
2 evaluation settings (Zero-shot 
OOD and SFT).

- Huge superiority over GPT-4o 
under zero-shot OOD setting.
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More Cases about GUI Tasks

- OS-World
- Planner: GPT-4o
- Action Model: OS-Atlas (7B)

More Demos ?
Please check out our homepage !
- https://osatlas.github.io/

中⽂解读（OS-ATLAS）
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Next

We already have strong action / foundation models that map 
instructions to actions.

Now, we aim to empower agents with complete Perception–Decision–
Execution capabilities.
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Quite promising to achieve digital automation in one model.

Can we transform a (V)LM into such GUI agents?

1. Perceive

2. Planning 

3. Action

Of course! But it is a non-trivial job! 

Build Computer-using Agents
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Recap: Language Agents
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Recap: Language Agents

But this is not enough for Computer-using / GUI Agents.
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Computer-using Agents

Agents are promising, but building powerful agents is challenging.

1. Agents need to follow human instructions.

2. Agents need to perform planning and action.

3. Agents need to perceive envs.     and the applications they are 
interacting with.
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Behavioral Cloning / Imitation Learning.

Sounds good, but where is our data?

Best Way to build Computer-using Agents
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Data Problems

Human annotation for GUI data is much more expensive than you think.

Not to mention scenario/domain - specific data.

How about having the machine collect data?

1. Pre-defined tasks are required, but they may not align with the 
environment. 

2. Limited diversity and a poor success rate.
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So, our goals are as follows:

1. Eliminate human involvement.

2. Obtain high-quality Trajectory data.
3. Diversity and Scalability.

Data Scarcity
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OS-Genesis Automating GUI Agent Trajectory 
Construction via Reverse Task Synthesis

Qiushi Sun*, Kanzhi Cheng*, Zichen Ding*, Chuanyang Jin*, Yian Wang 
Fangzhi Xu, Zhenyu Wu, Liheng Chen, Chengyou Jia, Zhoumianze Liu 

Ben Kao, Guohao Li, Junxian He, Yu Qiao, Zhiyong Wu
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GUI Trajectory Data
High-level Instruction

Mark the 'Avocado Toast with Egg' recipe as a 
favorite in the Broccoli app.

Action

Environment State

Low-level Instruction
I need to click "Avocado Toast 
with Egg" to view more details 
and find the option to mark it 
as a favorite.

CLICK [Avocado 
Toast with Egg]

(698, 528)

……

History Current Next

+The best data format for GUI agents

1. A high-level instruction that defines the overall 
goal the agent aims to accomplish

2. A series of low-level instructions that each 
describe specific steps required

3. Actions (e.g., CLICK, TYPE)

4. States, which include visual representations 
like screenshots and textual representations such 
as a11ytree
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Reverse Task Synthesis

Environments

Record
Interact

Exploration Space

web

mobile
…

…

…

Interaction-Driven Functional Discovery is a rule-based process that 
explores dynamic GUI environments by interacting with UI elements. It 
uncovers functionalities through interaction triples

We collect: <Screen1, action, Screen2>
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Dynamic Environments

[11] AndroidWorld: A Dynamic Benchmarking Environment for Autonomous Agents, ICLR 2025
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Dynamic Environments

[12] WebArena: A Realistic Web Environment for Building Autonomous Agents, ICLR 2024
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Dynamic Environments

[6] ScienceBoard: Evaluating Multimodal Autonomous Agents in Realistic Scientific Workflows
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Reverse Task Synthesis

Screenshots & Actions

CLICK
(540, 1317)

Retroactively interpreting changes in the GUI environment caused by 
actions.

Interact
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Reverse Task Synthesis

Screenshots & Actions Low-level Instructions

Low: Click the 'Event' 
button to start adding 
a new event to the 
calendar.

CLICK
(540, 1317)

Low: Type 'organic 
green tea' and press 
Enter to view search 
results.

TYPE
[organic green tea]

Retroactively interpreting changes in the GUI environment caused by 
actions, this process generates executable low-level instructions

The data we synthesized:

1. Grounded

2. Actionable
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Reverse Task Synthesis

Screenshots & Actions

High: In Simple Calendar Pro, create a 
new event titled 'Team Meeting' scheduled 
for October 15, 2023, at 10:00 AM. Save the 
event after filling in the details.

High-level InstructionLow-level Instructions

Low: Click the 'Event' 
button to start adding 
a new event to the 
calendar.

CLICK
(540, 1317)

High: Search for 'organic green tea' and 
filter the results to show only products 
under the 'Health & Household' category, 
sorted by price from lowest to highest.

Low: Type 'organic 
green tea' and press 
Enter to view search 
results.

TYPE
[organic green tea]

Retroactively interpreting changes in the GUI environment caused by 
actions, this process generates executable low-level instructions, which 
are then transformed into broader, goal-oriented high-level tasks
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Reverse Task Synthesis

After reverse task synthesis generates task instructions, they are automatically 
executed in the GUI environment to build complete trajectories.

High: Mark the 'Avocado Toast with Egg' recipe as a favorite in the Broccoli app.

High: Set a reminder for the 'Review session for Annual Report' scheduled on 
October 18th in Simple Calendar Pro and save the changes.

Low: I need to first 
open the Broccoli-
Recipe App.

Action:
OpenApp (“Broccoli”)

Low: Click on Avocado 
Toast with Egg to view 
more details.

Action:
CLICK (698,528)

Low: Click “Mark 
as favorite”option.

Action:
CLICK (912,201)

Low: I need to first 
open the Simple 
Calendar Pro.
Action:
OpenApp (“Simple 
Calendar Pro”)

Low: Click 
“Save” button.

Action:
CLICK (658, 211)

Low: Select the 
specific event 
“Review session for 
Annual Report”.
Action:
CLICK (77, 596)

……
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Reverse Task Synthesis

Trajectories collected! But is this all?

Let's consider data quality and synthesis efficiency.
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Data Quality Control

Tasks are executed by machines, not all of them are successful.

Previous approach:

1. Training all data at once - what about the quality?

2. Discarding all incomplete Trajectories - what about the efficiency?

Thus, we introduce a Trajectory Reward Model to handle this.
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Reward Modeling

TRM

High: Mark the 'Avocado Toast with Egg' recipe as a favorite in the Broccoli app.

High: Set a reminder for the 'Review session for Annual Report' scheduled on 
October 18th in Simple Calendar Pro and save the changes.

Low: I need to first 
open the Broccoli-
Recipe App.

Action:
OpenApp (“Broccoli”)

Low: Click on Avocado 
Toast with Egg to view 
more details.

Action:
CLICK (698,528)

Low: Click “Mark 
as favorite”option.

Action:
CLICK (912,201)

Reward
5 / 5

Reward
3 / 5

Low: I need to first 
open the Simple 
Calendar Pro.
Action:
OpenApp (“Simple 
Calendar Pro”)

Low: Click 
“Save” button.

Action:
CLICK (658, 211)

Low: Select the 
specific event 
“Review session for 
Annual Report”.
Action:
CLICK (77, 596)

(Task Incomplete, 
But Trajectory Valuable)

(Task Complete)

……

We introduce a Trajectory Reward Model for weighted sampling in training.
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Models

InternVL2-4B / 8B

Qwen2-VL-7B-Instruct

Data Synthesis

Backbones

Qwen2-VL-72B-Instruct

GPT-4o

[13] Qwen2.5-VL Technical Report

[14] Expanding Performance Boundaries of Open-Source Multimodal Models with Model, Data, and Test-Time Scaling
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Training Strategies

1. Planning Training

2. Action Training

High-level

Input History

Low-level

Actions

Leverage trajectory characteristics to train GUI agents with complete capabilities
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Training Strategies

Examples:

Step 1: To create a new folder in Markor, I need to first open the Markor app. 

action: {"action_type":"open_app", "app_name":"Markor"}

Step 2: To create a new folder, I need to click on the "Create a new file or folder" button, 
which is indicated by the plus icon. 

action: {"action_type":"click","x":964.5,"y":2074.5}

Step 3: I need to change the folder name to folder_20241224. The current text field for the 
folder name is visible and editable. 

action: 
{"action_type":"type","text":"folder_20241224","x":373.5,"y":552.0}

After Training, our agents will generate ReACT-Style output

[15] ReAct: Synergizing Reasoning and Acting in Language Models, ICLR 2023
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Baselines

We adapt / build the following forward baselines

- Zero-Shot. Advanced prompting-based agents, such as M3A.

- Task-Driven. GUI Trajectories synthesized using pre-defined tasks. Given initial 
screenshots of the app/web page and task examples, use GPT-4 to generate 
high-level instructions and collect data.

- Self-Instruct. Builds on Task-Driven by adding self-instructed tasks.

Setting: Screenshot + A11ytree

[16] Self-Instruct: Aligning Language Models with Self-Generated Instructions, ACL 2023
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Experiments: Mobile

Findings: OS-Genesis + Opensource VLM > Propriety Models + Complex Prompting
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Experiments: Web
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Analysis

How Far are we from Human Data?

Then, OS-Genesis v.s. Human-annotated Trajectories.

Insight: OS-Genesis achieves ~80% of human data’s effectiveness.
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Analysis

How about our data diversity?

Insight: Significantly better than Forward methods and approaches the human level.
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Checkpoints & Data Access
Available on HuggingFace
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Our Project

https://qiushisun.github.io/OS-Genesis-Home/

中⽂解读（OS-Genesis）

https://qiushisun.github.io/OS-Genesis-Home/
https://qiushisun.github.io/OS-Genesis-Home/
https://qiushisun.github.io/OS-Genesis-Home/
https://qiushisun.github.io/OS-Genesis-Home/
https://qiushisun.github.io/OS-Genesis-Home/
https://qiushisun.github.io/OS-Genesis-Home/
https://qiushisun.github.io/OS-Genesis-Home/
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Another Solution for Data Scarcity?

OS-Genesis is cool!

However, there are still limitations — for example, the type of synthetic data is 
constrained by the environment itself.

A single environment may reach its limit after producing just tens of 10K samples.

Can we push it even further?
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GUI Trajectory Data

Issue: Although we have collected more trajectory data, it still remains limited 
compared to general LLM/VLM tasks.

RQ: Is it possible to leverage “external forces” to further enhance the use of GUI data?
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Breaking the Data Barrier – Building GUI Agents 
Through Task Generalization

Junlei Zhang*; Zichen Ding*, Chang Ma, Zijie Chen, Qiushi Sun, 
Zhenzhong Lan, Junxian He
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Enhancing GUI Agent with Non-GUI Data

However, we have abundant non-GUI data 
available to enhance versatile abilities, such 
as complex reasoning

Can we take advantage of these data-rich 
domains?

Chart

Multi-modal Math

Prove that the sum of the
squares of the lengths of the
medians of a tetrahedron is
equal to 4/9 of the sum of
the squares of the lengths of
its edges.

Text Math

Embodied
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Enhancing GUI Agent with Non-GUI Data

Chart

Multi-modal Math

Prove that the sum of the
squares of the lengths of the
medians of a tetrahedron is
equal to 4/9 of the sum of
the squares of the lengths of
its edges.

Text Math

Embodied

We introduce Mid-Training to the GUI 
Agent training:

Mid-Training refers to the training 
phrase between pre-training and post-
training, enhance the fundamental 
abilities of models
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Enhancing GUI Agent with Non-GUI Data

Chart

Multi-modal Math

Prove that the sum of the
squares of the lengths of the
medians of a tetrahedron is
equal to 4/9 of the sum of
the squares of the lengths of
its edges.

Text Math

Embodied

Mid-training with Non-GUI data:

1. Naively training on non-GUI 
data, then post-training on GUI 
data can lead to gradient 
conflicts.

2. What kinds of domains should 
we use?



Page 75

Enhancing GUI Agent with Non-GUI Data

So, our goals are as follows:

1. Discover generalizable non-GUI domains

2. Design stable training methods.

3. Combine the generalizable to obtain larger mid-training dataset.
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Mid-Training

1. We concatenate mid-training data with GUI 
trajectory and train sequentially. Both stages 
are integrated under a single optimizer and 
learning rate.

2. We mix the GUI trajectory into the mid-
training data during the mid-training stage, 
to stabilize the training.
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Mid-Training

1. We concatenate mid-training data with GUI 
trajectory and train sequentially. Both stages 
are integrated under a single optimizer and 
learning rate.

2. We mix the GUI trajectory into the mid-
training data during the mid-training stage, 
to stabilize the training.
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Mid-Training

We adapt the following baselines:

- Fine-tuned Qwen2-VL-7B-Instruct. We post-train Qwen2-VL-7B-Instruct 
directly as the baseline.

- GPT-4o. 
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Mid-Training
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Mid-Training

Our 7B baselines achieve a comparable performance on AW, but relatively lower results on Web.
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Mid-Training

Generally, the similar domains (e.g. Document QA) do not help much on the Web, though they help some in 
the mobile tasks.
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Mid-Training

All math-related domains help! Even the language math data, demonstrates generalization from text to 
multimodal tasks.
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Mid-Training

Here we have some useful domains, what if we combine them?

We combine the math and code data and sample a 300K mid-training data: GUIMid
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GUIMid

The combined data shows a significant improvement, especially on mobile, indicating these math and code
data can complement each other, further enhancing the model's reasoning ability when combined.
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Next Step:

We now have powerful agents capable of both planning and making action.

However, a single agent always has performance limits.

So …

How about bringing more agents to the party?
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AgentStore: Scalable Integration of Heterogeneous 
Agents As Specialized Generalist Computer Assistant

Chengyou Jia, Minnan Luo, Zhuohang Dang, Qiushi Sun, Fangzhi Xu, 
Junlin Hu, Tianbao Xie, Zhiyong Wu
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Multi-Agent Algorithms

How about multi-agent + GUI Agents
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Can a Single Agent handle a variety of OS tasks?

1. Generalist Agent: lack of specialized abilities. 
2. Specialized Agent: Unable to generalize to system-level tasks.
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From APPStore to AgentStore: 

Build an open and scalable platform for dynamically integrating 
various computer-using agents.



Page 90

1. AgentStore allows users to quickly integrate their own specialized agents into the platform, 
similar to the functionality of the App store.

2. We introduce a novel MLLM-based MetaAgent with AgentToken strategy, to select the most 
suitable agent(s) to complete tasks.

AgentStore
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AgentPool: The set of all available agents 
in AgentStore.

1. Register new agents in a standardized format.
2. includes: functionality, limitations, application 

scenarios…
3. Define as 𝑎 = { 𝑎!, 𝑑! 𝑎", 𝑑" , … (𝑎#, 𝑑#)}

AgentStore

20 desktop agents and 10 mobile agents, each specialized 
for tasks on their respective platforms.

Agent Documentation
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Specialized agents in AgentStore

LLM/CLI-based model + LVM/GUI-based model
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AgentToken: Each agent is registered by 
adding a token to the MetaAgent Vocab.

MetaAgent: Acts as an efficient router, 
predicting the most probable next token 
by maximizing conditional probability.

AgentStore

Once the agent token is predicted, decoding stops, and the 
corresponding Computer-using agent is called to execute the task.
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AgentStore achieved a success rate of 23.85% on highly challenging 
OSWorld benchmark. (Claude 3.5 Sonnet: 22%)

Performance
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Demos

CLI Interaction

CLI + GUI  Interaction

GUI Interaction
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Summary of Multi-Agents

1. Multi-agent integration can rapidly advance computer-using capabilities.
2. Greatly facilitates generalization to new domains.
3. Plug-and-play design, enabled by carefully crafted AgentTokens, allows for fast 

integration.

Next Steps?

Exploring the deep value of computer-using agents: from general-purpose scenarios 
to specialized professional applications.

中⽂解读（AgentStore）
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Backgrounds

AI4Research is a highly popular concept.

[17] AI4Research: A Survey of Artificial Intelligence for Scientific Research
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Backgrounds: Pastoral Age 

BioASQ-QA (Nature 2023)

• Designed for biomedical question answering

• Annually expanded with new questions and answers.

• Available on Zenodo in JSON format.

MoleculeQA (ArXiv 2024)

• Evaluate Factual Accuracy in Molecular Comprehension

• 62K QA Pairs across 23K molecules

• MCQ problems (training set available)

• Textual-based

[18] BioASQ-QA: A manually curated corpus for Biomedical Question Answering, Krithara et al, Nature 2023

[19] MoleculeQA: A Dataset to Evaluate Factual Accuracy in Molecular Comprehension, Lu, et al, ArXiv 2024
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Backgrounds: Contemporary Era 
A lot of “AI Research” systems have been built…

[20] The Dream of Automating Research, Stanford NLP
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Thinking

Traditionally, AI acted as an “analyzer,” helping with idea thinking data 
analysis, writing, and visualization. 

With Computer-using agents, AI can be evolved into an “executor” 
capable of directly operating scientific software via GUI or CLI, 

Moving beyond QA to actively performing research tasks!

From Digital Agents to AI Co-Scientists
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ScienceBoard: Evaluating Multimodal Autonomous 
Agents in Realistic Scientific Workflows

Qiushi Sun, Zhoumianze Liu, Chang Ma, Zichen Ding, Fangzhi Xu, Zhangyue Yin, Haiteng Zhao, 
Zhenyu Wu, Kanzhi Cheng, Zhaoyang Liu, Jianing Wang, Qintong Li, Xiangru Tang, Tianbao Xie, 

Xiachong Feng, Xiang Li, Ben Kao, Wenhai Wang, Biqing Qi, Lingpeng Kong, Zhiyong Wu

Preprint / WUCA @                  2025 Oral
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Use Cases

Instruction: Predict the protein structure for the amino acid sequence of 'MGND…' via AlphaFold in ChimeraX.

Step1: Toggle the widget of AlphaFold. Step2: Input the given sequence and call 
out AlphaFold for structure prediction.

Step3: Wait until the prediction finished. 
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Use Cases

Instruction: Show planets' orbits of Solar System in Celestia.

Step1: Select the Sol and click 'Goto' in 
contect menu.

Step2: Slide the mouse wheel to move 
the camera away from Sol.

Step3: Click to show orbits of planets.
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ScienceBoard

To reach such automation, a playground integrating 

1. Scientific software
2. Evaluators 

Is essential, a highly non-trivial endeavor！
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ScienceBoard Infra

Agent

init() predict() eval()

Evaluator STATESMONITOR

true_init_()

Config 
Files

Environment (Virtual Machine)Software

Task
Complete

New
APP

Task
Incomplete

Task
Files

Downloads

GrassGIS

Celestia

ChimeraX

VMManager

Install

Interact

Setup
Env.

Screenshot A11yTree

ActionObs

Set of Mark

Ⅰ

Ⅱ

Ⅲ

The first multimodal agent evaluation environment designed 
for scientific tasks, real interactions, and automatic assessment
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ScienceBoard Evaluation
State-based evaluation
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ScienceBoard Benchmark

Evaluate autonomous computer-
using agents in realistic scientific 
workflows.

Tasks require complex tool usage, 
scientific reasoning, and multi-step 
GUI/CLI operations
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Evaluation

Proprietary Models

Opensource LLM / VLMs

GUI Action Models
OS-Atlas

[21] Navigating the Digital World as Humans Do: Universal Visual Grounding for GUI Agents

[22] UI-TARS: Pioneering Automated GUI Interaction with Native Agents

[23] GUI-Actor: Coordinate-Free Visual Grounding for GUI Agents
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Evaluation: General Setting

Overall success rate remains low (avg. ~15%)

Performance varies among domains

Best results achieved with combined 
Screenshot + a11ytree setting
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Evaluation: Modular Setting

GPT-4o as the planner + GUI model

Clear performance improvement (up to ~20% SR)

Separating planning and action offers a promising 
direction!

Next step: stronger multi-agent system + domain knowledge?
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Leaderboard

https://qiushisun.github.io/ScienceBoard-Home/

https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
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Our Project

https://qiushisun.github.io/ScienceBoard-Home/

中⽂解读（ScienceBoard）

https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
https://qiushisun.github.io/ScienceBoard-Home/
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Future

We are just standing at the dawn of a long journey!

1. Holistic Evaluation?

2. Agent Safety?
3. Efficiency?

4. Physical world?
5. …
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Holistic Evaluation
The development of computer-using agents has been rapidly 
advancing, yet systematic evaluation remains underexplored.

Stay tuned!

OS-MAP: How Far Can Computer Use Agents Go in Breadth and Depth?

Preprint / WUCA @                  2025
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Safety Concerns

Agent safety research is behind agent deployment!
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Efficiency

Although computer-using agents can accomplish many tasks, efficiency 
remains a critical concern.

Two main aspects:
1. Training efficiency: Heavy reliance on massive data (data hungry)
2. Inference efficiency: High latency during real-time execution
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Connection to the Physical World

How can computer-using agents achieve embodiment?

1. Robotic arms?
2. Exoskeletons?
3. …



Page 118

Future

We are just standing at the dawn of a long journey!

1. Holistic Evaluation?

2. Agent Safety?
3. Efficiency?

4. Physical world?
5. … 中⽂解读（OS-ATLAS）中⽂解读（SeeClick）

中⽂解读（AgentStore）

中⽂解读（OS-Genesis） 中⽂解读（ScienceBoard）
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Acknowledgement

We are just standing at the dawn of a long journey!
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Thanks for listening

Contact: qiushisun@connect.hku.hk


