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Background: Reasoning

Chain-of-Thought Reasoning (CoT)
Direct target: 𝑃 𝑦 𝑥

Indirect target: 𝑃 𝑦 𝑥 = 𝑃 𝑦 𝑧𝑛 ⋯𝑃(𝑧1|𝑥)

Reduce prediction 
difficulty

[1] Chain-of-Thought Prompting Elicits Reasoning in Large 
Language Models, 2023

- “Let’s think step by step”

- breaking down problems.

- Solutions are found step-by-step.
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Background: Reasoning

Program-Aided LMs (PAL)

[2] PAL: Program-aided Language 
Models, 2023

- Due to autoregression, LLMs are not adept at 
numerical calculations.

- Transforming reasoning into NL2Code.

- Compute via    , not “predicting the next token.”

A “Two-stage” approach: understanding + coding
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Background

Common Issues in Reasoning with CoT

Question:  There are 700 bees in a hive. There are twice as many worker bees as baby bees, 
and there are twice as many babies as queens.  How many worker bees are there?                                                                            
Correct Answer: 400

Given the information, the combined total of 
these bees is 700. 
Assume the number of queens is represented by x.

So the worker bees would amount to 2/x or 2x.
x + x/2 + 2x = 700. 
This simplifies to 5x/2 = 700, 
From which we get x = 280.
This means there are 280 baby bees, 140 queens, 

and 560 worker bees.
So, the answer is 560.

Misunderstanding the relationship between variables.

- Due to model limitations, it might not 
necessarily understand the problem.

- Using CoT can lead to cumulative errors.
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Background

Common Issues in Reasoning with CoT

Question:  There are 700 bees in a hive. There are twice as many worker bees as baby bees, 
and there are twice as many babies as queens.  How many worker bees are there?                                                                            
Correct Answer: 400

According to the problem, the sum total of 
all these bees is 700.
Adding them up: x (queens) + 2x (baby bees) + 4x 
(worker bees) = 700. 
Combining like terms, we get 7x = 700. From here, 
we deduce x = 90.
This means there are 90 queens, 180 baby bees, 
and 360 worker bees.
In conclusion, the number of worker bees is 360.
So, the answer is 360.

Wrong calculation.

- Despite using CoT, it doesn't fundamentally 
solve LLM's computational issues.

- Especially when dealing with large number 
calculations.
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Background

Common Issues in Reasoning

Question:  There are 700 bees in a hive. There are twice as many worker bees as baby bees, 
and there are twice as many babies as queens.  How many worker bees are there?          
Correct Answer: 400

# Python code

def solution(): # Iterating through 

possible counts of queen bees

for x in range(1, 700):

if x + x + 2 + 

x + 4 == 700:

return 2*2*x # Return 

worker bee count

Codes fail to accurately reflect the problem statement.

>>> Python Interpreter >>> None

- For PAL, the model must both correctly understand 
the question and write the correct code.

- Excel at large number calculations, but it adds some 
complexity to reasoning.
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Existing Problems

Perspective from a single LLM

1. Hallucinations Problems

2. Context length [3]

3. Self-Refine/Correction might not always work [4,5]

[3] Unleashing the Emergent Cognitive Synergy in Large Language Models: A Task-Solving Agent through Multi-Persona Self-
Collaboration, 2023

[4] GPT-4 Doesn‘t Know It’s Wrong: An Analysis of Iterative Prompting for Reasoning Problems, 2023

[5] Can Large Language Models Really Improve by Self-critiquing Their Own Plans?, 2023

Unacceptable Prompt Length [3]
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Existing Problems

Self-Consistency Decoding
     - Based on majority voting mechanism [6].
     - Correct ones overwhelmed by incorrect ones
     - At its core, it's still a single model operating on its own.
     - Very expensive

[6] Self-Consistency Improves Chain of Thought Reasoning in Language 
Models, 2023

[7] Complexity-Based Prompting for Multi-Step Reasoning, 2023

[8] Progressive-Hint Prompting Improves Reasoning in Large Language 
Models, 2023

Other Prompting Strategies
     - Complexity-based Prompting [7] / PHP [8] / …
     - Curated & task-specific prompts required!
     - Also not cost-effective

Perspective from methodologies

There are 700 bees in a hive. There are twice as many 

worker bees as baby bees, and there are twice as many 

babies as queens.  How many worker bees are there?

Given that Q represents the number of queens in the 

hive, then Q + 2Q + 4Q = 700. Solving the equation 

yields Q = 100. Consequently, the number of worker 

bees can be calculated as 4Q, resulting in 4 * 100 = 

400 worker bees.

If there are twice as many babies as queens, then the 

number of queens is 700 / (2 x 2) = 175. Then the 

number of worker bees is 2 x (700 - 175) = 1050. 

If the number of babies is twice that of queens, then 

the number of queens can be calculated as 700 / (2 x 2) 

= 175. The number of worker bees can be determined 

as 2 x (700 - 175) = 1050.

Question

LLMs

O

P

O
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Motivations

Review RetrieveDiscuss

Two heads are better than one!

Collaborate! Let models take on different roles to solve problems together.
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Methodologies

[9] Encouraging divergent thinking in large language models through multi-
agent debate, 2023

[10] Improving factuality and reasoning in language models through 
multiagent debate, 2023

Discuss: Enhances factuality, avoids common answer bias, 
and preserves diverse thoughts among agents.

- LLMs are split into two Teams and one judge.

- Teams undergo iterative discussions to refine reasoning &
predictions.

- Consistent agreement ends the debate; Any discrepancy 
leads to judge intervention.

- The judge evaluates the quality of reasoning and 
predictions to make an informed decision.

* Different from previous “Debates” [9,10]
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Methodologies

Discuss: Comparison and a case study (one round)

- Identify errors that single model misses

- Correct them on the spot!

- Stronger than previous methods

…

…
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Methodologies

- Recap the Drawbacks:
       - CoT: Cumulative errors and quality plateau.
       - PAL: Misinterpretation and potential for buggy codes.

- Introducing the Review mode for collaborative error-checking:
        - One LLM initiates reasoning chains, predictions, and code.
        - Other agents sequentially review and refine the solution.

- Review process:
        - Each iteration improves upon the feedback of the previous one.
        - Final iteration determines the outcome; code executed by 
Python interpreter.

Review: Mitigating common issues faced by CoT / PAL
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Methodologies

Review: A case study
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Methodologies

Recap some drawbacks:
    - Risk of correct answers being influenced by incorrect ones.

    - Performance saturation with computational burden.

Retrieve process:
    - An LLM acts as the retriever. Remaining ones perform reasoning 
on a query, forming a candidate pool P.

    - Retriever evaluates the faithfulness between chains and 
predictions from P, assigning a confidence score.

    - Response(s) with the highest confidence will be the final answer.

Retrieve: Focuses on the alignment between reasoning 
chains and answers, rather than just predictions.
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Experiments

Mathematical Reasoning / Semi-structured Reasoning

- Surpassing CoT-SC(10) while only using five LLMs.

- Considering both two scenarios for vary problem complexity.

Experiments under GPT-3.5 Turbo
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Experiments

More reasoning scenarios

- Also works well on Commonsense / Symbolic tasks!

- Has the potential to be a generic reasoning solution.
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Analysis

Delving into LLMs’ behaviors

1. LLMs as Judges in Debate Mode:
- Performance is influenced by the judge's LLM type.
- As task complexity rises, the capability of the judge 
becomes more crucial.

2. LLMs as Retrievers in Retrieve Mode:
- Model choice has a subtle impact on performance.
- Performance is capped by the capabilities of the 
candidates.
- Even with less powerful models as retrievers, 
satisfactory results can be attained.
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Analysis

Reaching Cost-Effectiveness

1. Corex achieve similar or better results 
with reduced costs.

2. Requires only 5-10% of the 
computational resources used by majority 
voting methods.

* Also have more features like annotation-efficiency …

AddSub Dataset
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Analysis

Synergies among different strategies

- Corex methods can be integrated easily, 
even combining with other approaches like 
self-refine.

- Performance can be further enhanced 
after combining.
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Future Directions

1. Automated search for collaboration methods.

2. Combine external feedback for collaboration

3. Extend multi-agent task solving to VLM scenarios [11].

[11] AgentStore: Scalable Integration of Heterogeneous Agents 
As Specialized Generalist Computer Assistant, 2024
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The End

Thanks
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