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Background & Motivations
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Reasoning with LLMs
n The prosperity of LLMs

p GPT
p Gemini
p Claude
p LLaMA Series
p MOSS/InternLM/Qwen
p …
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n Strategies
p In-Context Learning
p Task Decomposition



Reasoning with LLMs
The success of LLMs on reasoning: spontaneously decompose the 
complex problem into intermediate reasoning chains

“Let’s think step by step”
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Direct target:	𝑃 𝑦 𝑥

Indirect target:	𝑃 𝑦 𝑥 = 𝑃 𝑦 𝑧! ⋯𝑃(𝑧"|𝑥)

Reduced 
prediction 
difficulty



Reasoning with LLMs
The success of LLMs on reasoning: spontaneously decompose the 
complex problem into intermediate reasoning chains
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Least-to-Most Decomposition Chain/Tree-of-Thought



Problems
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n Hallucinated Output
p Input-Conflicting: Unfaithfulness of Input-Output
p Fact-Conflicting: Unfactual of Output-Facts

Hallucination Problem in LLMs’ Reasoning:
Cannot verify the reliability of rationales!



Tackling this issue
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n Recap: How LLMs are built:
p Pre-training on ultra-large-scale corpus: Learn about prior information.
p Supervised fine-tuning on instruction-like data: Learn about instruction-

following capabilities.
p Aligning with preferences via RLHF, DPO, etc.: Learn about reliable response.
p Reasoning on complex problems: Learn about how to solve a task.

Have We Fully Utilized the Knowledge Learned by the Model?

Elicit It to Boost LLM Reasoning!



Methodology
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Chain-of-Knowledge (CoK) Prompting
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Triples and Hints
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Ø Evidence Triples----Structure rationale
(h, r, t): h denotes head entity, r denotes relation, t 
denotes tail entity.

Ø Explanation Hints----Textual rationale

LLMs can be elicited to generate both structured and 
textual rationales.



Faithfulness and Factuality
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Question: Can the knowledge generated by the model be truly reliable?

Perhaps not, we need to refine and process this knowledge further.



Faithfulness and Factuality
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F2-Verification: Faithfulness Score

Leverage SimCSE to calculate the similarity between Evidence Triples and Explanation Hints. 

: Evidence Triples

: Explanation Hints

: Test Input



Faithfulness and Factuality

13

F2-Verification: Factuality Score

Leverage external knowledge graph to calculate the correctness of each evidence triple.

Ø Exactly Matching: If the generated triple can be found in KG, we can assign score 1.0;

Ø Implicit Matching: If not found in KG, we can calculate the energy score (smaller than 1.0)



Faithfulness and Factuality
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F2-Verification: Factuality Score

Leverage external knowledge graph to calculate the correctness of each evidence triple.

Ø Exactly Matching: If the generated triple can be found in KG, we can assign score 1.0;

Ø Implicit Matching: If not found in KG, we can calculate the energy score (smaller than 1.0)

Ø Merge them:



Faithfulness and Factuality
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F2-Verification:

Merge faithfulness and factuality score



Overview Framework
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Exemplars Construction

1. Randomly select K labeled examples.
2. Concatenate the prompt “Let’s think step 

by step” with each example’s input to elicit 
the LLM to generate textual rationale.

3. Invite five experts to annotate the evidence 
triples based on six KBs.



Overview Framework

Reasoning

Prompt the LLM (e.g., 
GPT) to generate both 
evidence triples and 
explanation hints.



Overview Framework

F2-Verification

1. Calculate the faithfulness 
score and factuality score.

2. Merge two scores to form 
reliable score.

3. If the reliable score is lower 
than a threshold, then 
perform Rethinking Process.



Rethinking
nF2-Verification ensures factuality and 

faithfulness of triples and explanations.

nRethinking algorithm iteratively refines 
answers based on reliability

nQueries are repeatedly evaluated and 
improved by injecting correct knowledge.

nDynamically boosts the performance of 
LLMs by refining the reasoning chains.



Empirical Evaluations
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Overall
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Ablations
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Takeaway: All components are crucial, with explicit evidence triples being the 
most significant for performance.

n Observations:
p Performance drops when removing 

any component.

p the variant without explicit evidence 
triples (CoK w/o. ET) performs worse 
than without explanation hints (CoK 
w/o. EH)

pBoth triples and explanation hints 
guide LLMs to verify reasoning chains



Rethinking Effectiveness
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Takeaway: Step-by-step rethinking improves acc. but requires careful threshold 
management to avoid over-injection.
.

n Observations:
p Accuracy significantly increases 

during the first 3 iterations when 
the LLM rethinks step-by-step

p Performance may drop due to 
over-injection of irrelevant or 
inconsistent information.



Different LLMs
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Takeaway: Improved performance across different LLMs, demonstrating 
versatility and effectiveness.

n Observations:
p Using GPT-4 to evaluate CSQA 

and GSM8K, showing CoK and 
CoK+SC work well.

p From avg. CoK demonstrates its
adaptability



Conclusions
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Conclusions
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ØCoK, a method to elicit LLMs for generating explicit structured 
rationale.

ØIntroduce faithfulness and factuality evaluation for enhanced 
rationale correctness.

ØPropose a rethinking algorithm to reduce the hallucination through 
an iteration process with external KBs.

ØAchieve good performance on multiple reasoning tasks.



Thanks For Listening !

wjn1996/Chain-of-Knowledge
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@qiushi_sun

lygwjn@gmail.com or qiushisun@connect.hku.hk

https://github.com/wjn1996/Chain-of-Knowledge

